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What is a “Smart Campus”™?

The basic Merriam-Webster definition of a Campus is:

A group of one or more buildings, and surrounding grounds,
where people and their belongings work bgeher

Common examples are Hospitals & Research Centers, Schools &
Universities and Corporations & Offices.

Using this - it’s clear a Campus Network is focused on:
- peop|e {Uses, ¥ndog, &)
* People's devices (e hones, priss.¢)
* Similar geographic area (x. wuworma, e)
* Access to other domains . isocacioud,e)

This includes many different network technology areas
(Wired, Wireless, Security, QoS, Management, etc.)

Campus is focused on User Access
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Campus Networks - Real Life
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Campus PINs & Topology

- Core Interconnect
: Core + Edge

/' _ff ’”
4 ”~ o’ 4
/7 /

P 4 /" OSPF, EIGRP, ISIS ] ‘*‘J—*l *‘ l < Campus Core
,/ < ,-’/ / / ¢ > < T 4 o S, 7"' - -

STP , STP
e <= - - - - -— [ - -~ |
-»> =y ap — -p o — e - Campus Access
["—o] ‘ "'-J [ e "—o] R [ b [ "-ol ! "—oj l"—» J < P
STP, REP STP, REP
- | .._"] - > - -] Extended Access
- - = = = e IOT / FTTX




Campus Multi-Layer Model

=
o
5
=
o
=
(=

Always 3 “Logical” Layers

Each layer serves a specific set of functions
Each layer has a specific set of requirements

Caralyst 9400

* Internal & External Autonomous Systems
* Medium - Large IPv4 / IPv6 Routing Tables

» layer 3 Security, QoS & Flexible NetFlow
* Virtualization: SVL, MPLS/VPLS, EVPN, SDA, etc.

* Medium IPv4 / IPv6 Routing Tables

»  Medium MAC Tables & ARP / ND Tables

* 12 &3 Security, QoS & Flexible NetFlow

* \Virtualization: SVL, STP / REP, VLAN, SDA, etc.

I

Catalyst 5400

Catalyst 5300

Catalyst 5200

*  Small -~ Medium MAC Tables

* Power Over Ethernet, Integrated Wireless, etc,
* |2 Security, QoS & Flexible NetFlow

* Virtualization: Stack, VLAN, STP / REP, SDA etc.

If you ‘collapse’ layers -
your device needs
to support
all ‘logical’ functions

W
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Modular vs. Fixed Platforms

Design Fundamentals

- e

| e— o

PROs

* More Flexible

* Longer Life-Cycle

* Higher Port Density

* More Power/Cooling
* Redundant Processors

CONs

More Complex
BW limit by Chassis
Slow(er) Dev & Test
Lower MTBF
Higher COGs

PROs

Less Complex
Swap Chassis for BW
Faster Dev & Test
Higher MTBF

Lower COGs

CONs

Less Flexible
Shorter Life-Cycle
Lower Port Density
Less Power/Cooling
Single Processor

J
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Campus Networks

L2/L3 Unicast Technologies

* MP-BGP, VPNv4

* Internet (v4), NAT, PBR
*  MPLS-VPN, VRF-Lite

* |Pv4 SS0, NSF/NSR, GIR

* EIGRP, OSPFv2, ISIS, RIP
* SVI, HSRP/VRRP

* ARP, DHCP Relay

* |PDT/SISF, DAI

* BFD, Echo

* |Pv4 SSO, NSF/NSR, GIR

* PVST, MST, REP/RENN
+ B802.1Q, DTP

* VLANs, VTP

* DHCP Snooping

* MAC Leaning

*+ 2SSO

111

| Data
ntermet Center

3
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; AR |
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MP-BGP, VPNv6

* Internet2 (v6), NATG4, PBR
* MPLS-VPN, VRF-Lite

* IPv6 SSO, NSF/NSR, GIR

* EIGRPvG, OSPFv3, ISISv6, RIPng
* SVI, HSRPvG/VRRPVE

* NDP, DHCPvG Relay

* SISF (v4/v6), RA Guard

* BFDv6, Echo

* IPv6 SSO, NSF/NSR, GIR

* PVST, MST, REP/RENN
* B802.1Q, DTP

* VLANs, VTP

* DHCPv6 Snooping

*  MAC Leaning

* L2SSO

111



Campus Networks

L2/L3 Multicast Technologies

*  PIM-SM, SSM and Bidir

* AutoRP, BSR RP, MSDP

*  MVPN, Multicast VRF-Lite
* Multicast load splitting

* |Pv4 multicast HA

* Dual-stack IPv4 / IPv6
*  PIM-SM, SSM and Bidir
*  IGMPv2,v3 snooping

* Stub multicast routing
* PIMBFD

* IPv4 multicast HA

* IGMP v1,v2,v3 snooping
*  |Pv4 multicast QoS & ACL
* IGMP v1,v2 filtering

111

Internet

Data 8 h
Center i
NFo S
‘ L2

¥ :.\\ o -/' a" X
| VN . / | \
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! \ / \ v // \l\\‘lt ‘.‘l‘

p A\ /.f ".\ J \\\ n.‘

IPv6 Multicast

PIM-SM and SSM
IPv6 BSR RP

IPv6 embedded RP
IPv6 multicast HA

Dual-stack IPv4 / IPv6
PIM-SM and SSM
MLDv1,v2 snooping
HW register and RPF
HSRP-aware PIM
IPv6 multicast HA

MLD v1,v2 snooping
IPv6 multicast QoS & ACL
MLD v1,v2 filtering

W
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Cisco Catalyst 9000 Switching Portfolio

One Family from Access to Core — Common Hardware & Software

- — ..-o i .
g a! = ‘e ne—l2 P~
CAS00K-00Le0
—_—— Pt | ,-—I;,
te, B — - - ——
s TR BEDERS e — @ coscmnscazco
o mmm——— szmmmzazszazzzsz) S

Catalyst

G s400x Catalyst i -
Q y e @
90 00 Catalyst

Catalyst Catalyst 9600 Series

Catalyst 9400 Series

9300 Series gum—

- Series 9500 Series |

Qmmu Cisco  Cisco ;M—-‘
ASIC 10S® XE =7y i =
1 ‘ﬂ
Cotalyst Catalyst Catalyst Catabyst Catatyt Catolyst
I960-X/XR 3650/3850 4500-E Serfes 3BS0-15/4500-% 6B40-X/6880-K 6500-E/6807-X1
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Campus Core

The Core PIN (Tier 3) focuses on connecting multiple

Distribution layers to an Interconnect o on w

(if applicable) and/or other network domains ,—-------------------------------'----4----------4--;-; ------------- ~
* Other names: MDFE BDF g » : B E
* Common in Medium & Large Campus E Core .“_-_—‘;_: L‘E‘_'__?: ;

Main goal is a simple, high-bandwidth, L3 transport § wrcaar. =_ i

between other network layers N A N N b NG ,,"

Tends to be L3 routed (north & south) Setribution 5]

* North: BGP or IGP (ABR), PIM + MSDP
*  South: OSPF, IS-IS or EIGRE PIM

Tends to use minimal L3 features .
ccess

—
° leItEd ACLs (e.g. inter-area route-maps, remote access) [ [

° le itEd QOS (e.g. marrye-to-one WRED, aggregate policers)

. Limited NetFlow (e.g. inter-area, aggregate fiaws)

Tends to require high L3 forwarding scale




Campus Core Interconnect

The Interconnect PIN (Tier 4) is an extension of the Core, used
to connect multiple Core layers (areas) and/or other network
domains.

Other names: Backbone, Super Core, MAN, DCI

Common in Large & Very-Large Campus

» Main goal is to distribute the bandwidth and
density requirements of multiple Core layers

Similar attributes & requirements as Core PIN

* Tends to be L3 routed (north & south)

North: BGP or IGP (ABR/ASBR), PIM + MSDP
South: OSPE, 1S-1S or EIGRE PIM

* Tends to use minimal L3 features

Limited ACLS [e.g Inter-area route - maps, remote access)

Limited QoS !e-8 many-to-one WRED, aggregate policers)

Limited NetFlow |e.g. Inter-area, aggregate flows)

* Tends to require higher L3 scale

WAN *

DC1 gt = 2 - DC2Z .
¥ K]
r*—q-:' Interconnect ! q‘
| mm——— "L'_ | m—r——

OSPF, NS — 1
IS-IS or — — T - TS : ‘
EIGRP 11— — —
| ﬁjﬁr Core | —*_\‘H—%i,
l—-.i Pz ——. f_l Distro —= ’—, '—I —
% iﬁ 1% H[ K 1??_1 *
| . | Access | >, \

¥ ¥ ¥

£ H&l *

l*i *

v
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Campus Core + (SP/WAN) Edge

The Core-Edge PIN (Tier 4) focuses on connecting mulitiple . ¥ * *
Campus areas to SP/WAN (remote domains) and/or to the | 9 O 4 WAN T
Internet. | ) 1 &

Other names: Edge Device, Internet Edge

Common in Medium to Very-Large Campus

Main purpose is to collapse Core & Edge layers

-----------

-

Tends to be L3 routed (north & south)
North: MP-BGP + Inter-AS, NAT/PAT, PIM + MSDP
South: BGP or IGP {ABR/ASBR), PIM + MSDP

Tends to use Virtualization & Tunnels
VRF-Lite, MPLS/VPLS, SR, MVPN

T ———

GRE/MGRE, IPSec, DMVPN OSPFv3,
EIGRP-VRF

QinQ, L20MGRE, OTV, EVPN

Tends to use multiple L3/VRF features L '
hy STy S >t ain .

Edge Security ACLs l¢& RACL C2aC Z26w) v ¥

H‘erard‘kal QOS e Casi-based Queding, Shapngi I-gr -~ lg

Policy Based Routing ' WAAS & weo |._._ ’— ._J 12

Access
WAN NetFIow (e.8 L3/VRF FNF, WAN ETA|

fends o reire highest L/VRE & festur scale W B B
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Campus Distribution

The Distribution PIN (Tier 2) focuses on connecting multiple -
Access layers and the Core layer. ( DC WAN ( ISP

e  Other names: Collapsed Core, Aggregation, 1DF

*  Common in Small to Large Campus

Main purpose is to “distribute” connectivity (fan-out) from Core * *
the Core/WAN to the Access )

*  Reduces need for high port-density in Core layer

*  Also applicable to L3 Routed Access

{ _ OSPF, H
| ~evar E

Tends to be both L3 routed (north) i Distribution o g IS-1S or |
' - _g EIGRP i
and L2 switched (south) i — ¥ S |
i | — ) .=' VST i

. : | p— e e
North: SVI, HSRP/VRRP, ARP/ND, IGP PIM E ______ ., & :
«  South: VLAN, 802.1Q, STE MAC, IGMP ' / MST H

Access . A N \

Tends to use multiple L2 & L3 features
* Access Security {e.g. PDT/SISE VACLs, FACLs, etc) % * *
® Access QOS (e.g. NBAR, Classification & Marking)

*  Access NetFlow (&5 ACFREEMEER)

Tends to require med-high L2/13 & feature scale
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Campus Collapsed Core

The Collapsed Core (Tier 2) focuses on connecting multiple
Access layers and the WAN/Edge layer. , DC | WAN - — ISP

* Other names : Distribution, BDF

* Common in Small Campus or Medium Branch

Main purpose is to collapse Core & Distribution layers Edge ¥ ¥
*  Mostly for small{er) sites, with low{er) port density .
*  Similar attributes & requirements as Core + Distribution

*  Also applicable to L3 Routed Access

( 05PF H
I

Tends to be both L3 routed (north) i Coll. Core < fog 1S5 or |
H _'-—' _'-- EIGRP ]
and L2 switched (south) i . — . — |
i | —— p— |

‘ : e D p
North: SVI, HSRP/VRRR, ARP/ND, IGP, PIM E A— — v |
+  South: VLAN, 802.1Q, STR MAC, IGMP \ : MST ]

Tends to use multiple L2 & L3 features

. Access SECU”W {e.§. POT/SISE VACLs, FACLs, etc)

P Access QOS (e.g. NBAR, Classification & Marking)

«  Access NetFlow [¢5 MG FNEEMEER)

Tends to require high L2/L3 & feature scale




Campus Access

The Access PIN (Tier 1) focuses on connecting Users &
Devices, and an Extended Access
(if applicable) to the Distribution layer

DC WAN ( ISP

* Other names: IDE Wiring Closet

* Common in all Campus & Branch networks

Core

Main purpose is to connect users to network

Tends to be L2 switched (north & south)
*  North: VLAN, 802.1Q, STB MAC, IGMP Snooping
* South: AAA, STB Portfast, Storm-Control

Distribution

Tends to use multiple L2 features & services

. ACCESS SECUﬁW (eg B02.1x, WACLs, PACLs, etc)

e Access QOS |e.g. L2 CoS, Cassification & Marking)

Access

. ACCESS NQIHOW {e.g. AVC, FNE EFA & EW)

- —

Tends to require low-med L2 & feature scale

5%
ATGsys



Extended Access

The Extended Access PIN (Tier 1) is an extension of the
Access, to connect multiple Access layers (areas) to the
Distribution layer

*  Other names: High-End Access, 107, FTTX

DC

* Common in Very-Large Campus or Large Branch Core

Main goal is to extend the size and scale
of the Access layer and connect more hosts

Tends to be L2 switched (north & south) Distribution

*  North: VLAN, 802.1Q, STP/RER MAC, IGMP Snooping
*  South: AAA, STP/RER Portfast, Storm-Control

Tends to use multiple L2 features & services

® Access Security [e.g BO2.1x, WCLs, PACLs, etc)

® Access QOS {e.g L2 CoS, Classincation & Marking)

*  Access NetFlow (& A/ ¥ E & £

Tends to require med-high L2 & feature scale

T ———————————————

v
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Wireless LAN

The Central Wireless PIN focuses on connecting Wireless AP
centrally to one or multiple WLCs.

*  WLCis typically connected to Core, Edge or DC (Tier 3+)

*  APs are typically connected to Access (Tier 1) C9800-40/80 C9500X/9600X
Main goal is to connect Wireless Endpoints (via APs) WC Clugs Coe fithes ‘
to a Wireless LAN (WLAN) - centrally in the network TR T g

Uses a L2/L3 Underlay + L2 Hand-off W e ——
North (to WLC): L2 VLAN + 802.1Q, L3 SVI, IGP Lt )
South (to AP): L2 VLAN + 802.1Q, STP, IGMP

Uses a Tunneled L2 Overlay

Controi-Plane: CAPWAP, DTLS, LWAPP
Data-Plane: CAPWAP, DTLS

Tends to require L2 (WLAN]) features
|_2 Aas {eg. VACL, MAC ACL)

L2 QoS (o5 Visk QeS| C9130 WlFIS/SE

C9300X/9400X
Access Bits Access Withes

L2 NetFlow (¢4 FXF, AVC, EPA & £T4)

Tends to require higher L2/L3 + feature scale




Firewalls & ACLs

The Firewall [DMZ) PIN focuses on controlling access into
or out of different network areas.

*  Typically connected to Core, Edge or DC (Tier 3+)

*  Complex designs may use Distro or Access (Tier 1-2)

Main goal is to prevent unauthorized access to different
network domains (segments).

*  Evolved from “Edge” Access-Control Lists (ACLs)

Beanch
*  Can be either L2, L3 or VRF-aware
*  Tends to focus on L4-L7 flows (with or w/o DPI1) i D
Uses a L2 or L3/VRF + ACLs ———
. North {outside): L2 802.1Q, L3 (SVI, Sub-Ints), IGP, BGP
«  South (inside): L2 802.1Q, L3 {SVI, Sub-Ints), IGP, BGP

Pubiic Cioud

P~ S .
Apps
SOISWG
& > )
Work Anywhere w/SaaS '
e Pervasive Encryption
00 & =

Direct Internet Access

jmp

Custarwrsy

Tends to use L2 & L3/VRF + DPI & ACL features ——
«  L4/App ACLs {e.g. VACL, MAC ACL)

*  L4/App QoS {e.g. VLAN QoS)
L4/App NetFlow (e.g. FNE, AVC, EPA & ETA)

-

7
D OTEF Analde) 192, 168, 1.10/58097 outaides203.0.135.100/44 -
CUTCF Amaiaer 132068, 2L 1107 ME2E RO 02,08, 45 200740
TCF wutelde 184, 54,300, 73372084 2Oy 172.14,.4%,.201/443

De-Militarized Zone (DMZ)

Tends to require med-high L2/L3 & feature scale

ATGsys
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Wi-FI Evolution

Date Rate. 23 Gops (max) Wl FI 7
320 Mz Channel Bonding
4056 OAM

MLO, MEU, R-TWT

* 25 years of constant evolution with faster speeds and density Wi-Fi 6E

Date Rale: 8.6 Gbps (max)
80, 160 Mtz Channet Bonding 2021

* Prior to 6E: Spectrum shared in two bands 2.4 and 5 GHz OFOMA, UL, DL MU:MIMO
1024 GAM
* 6E and Above: Spectrum shared in three bands 2.4, 5 and 6 GHz a2 EXtRmery Hhe
o hroughput up to 3x
Date Rate: 7 Gops (max) Wi-Fi 6 speed of 11ax

80, 160 MHz Channel Booding

4 DL MU-MIMO 2019 /
256 QAM

New 6 GHz Band

Dete Raste: 600 Mbps {max) Wi-Fi 5 * Muiti-lane
e, i ” expressway for Wi-Fi
?3':;.'3’22;3:,.'1""‘ = o 2013 * More bandwidth
“Qw . - -
— m’m:‘zgm (max) 2415 GHz Band Wi-Fi 4 High Efficiency
S (B o 2009 4x Capacity ®>
24 GHe Band \Zé);:“g ) loT Scale Y [
Wi-Fi 2 /
Wi-Fi 1 \ y . Cellular like Determinism for
2003 @ high quality services o ik a
O] &

/

1999
°"
.@. ; 153 =

* Higher power efficiency to

D *l

»

accelerate loT adoption
g T~ * Extended outdoor range x § ;
)

Q D * Better app. performance in
. = high density deployments

—(®)
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Agenda Enhanced Catalyst Wi-Fi 6/6E Product Line

Purpose-built for Immersive Experiences

Enhanced Catalyst Wi-Fi 6/6E Product Line

Catalyst 9136 Series

Industry-leading Wi-Fi 6E AP, with hexa-radio architecture
and concurrent tri-radio with 16SS for client serving

e Powered by Clsco’s AVML-Orteen Scanning Rado

Catalyst 9105 Series : // Catalyst 9130 Series
Perfect for teleworkers, : Industry-leading Wi-Fi 6 AP
and smaller branch sites - | with 8x8, tri-radio architecture
{_-} Fowered by Chco 85 ASIC
74 ' N
Catalyst 9115 Series

Catalyst 9124 Series
For small to medium-sized

Delivering best-in-class connectivity in
deployments with dual radios

) outdoor and challenging environments
Catalyst 9120 Series

[ Peawnred by Ciseo RF ASKC

For mission-critical deployments using
dual 5 GHz and integrated loT radio
m Powered by Cisco RF ASK
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The Wi-Fi 7 portfolio

A
e ’ . "\ / Eﬁi \ — . X" )
N '3 t" 1 3 )
CleanAir® CleanAir® CleanAir®
] 12 Spatial Streams .
12 Spatial Streams 4x4: 4 MU-MIMO 16 Spatial Streams
4x4: 4 MU-MIMO across 3 radios' 3 bands 4x4: 4 MU'MIMO
across 3 radios, 3 bands (2.4/5GHz (XOR), 5 GHz, 6GHz) across 4 radios, 3 bands
(2.4/5GHz (XOR), 5 GHz, 6GHz) (2.4 GHz, dual 5GHz, 6GHz)
BLE/oT radio
BLE/IoT radio BLE/loT radio & accelerometer
) Single 10Gbps multigigabit )
Single 10Gbps multigigabit Dual 10Gbps multigigabit
Ultra Wide Band (UWB)
Ultra Wide Band (UWB) Ultra Wide Band (UWB)
USB 2.0 - 9W
USB 2.0 - 9W USB 2.0 - 9W
Accelerometer
Accelerometer Accelerometer
o Built-in GPS/GNSS, w/ support for .
Built-in GPS/GNSS, w/ support for ext. antenna Built-in GPS/GNSS, w/ support for
ext. antenna ext. antenna
Integrated Directional Antenna ) )
Integrated Omnidirectional Antenna (70x70) Integrated Omnidirectional Antenna

Same brackets as always

Already Wi-Fi 7 certified!




Cisco Catalyst WLC Portfolio

o - - 1
3 | [
Embedded Wireless

Switch, SDA-on S G
( o s - 4
200 APs .._h' SEH
b D
C9800-L

250 APs, 5000 dients,

Embedded wireless controiler
{(EWC)- Wi-Fi6 only
100 APs, 2000 clients

Up to 100 APs

Up to 250 APs
Distributed branch and small campus

-y N - ImB

CW9B00M
3000 APs, 32,000 clients

C9800-40
2000 APs, 32,000 clients

aws k
2.
(=
VM e
C9800-CL

1000 APs, 10,000 clients

Up to 1000 APs Up to 3000 APs

W
ATGsys

CWS800H1 / CW9800H2
6000 APs, 64,000 clients,

C9800-80

6000 APs, 64,000 clients
L
=8
L=
VM =
Wiy ©
C9800-CL

1K, 3K, or 6K APs
10K, 32K or 64K clients

Up to 6000 APs

Large campus



New addition to existing fleet

With High Performance and Efficiency

- C p——d aws )

EWC on Cisco® 9800-L 9800-CL
Catalyst® 9100 On-premises for public cloud®
h“ ' e el Tl o aws Y
CWS800M 9800-40 9800-CL
On-premises On-premises

for public cloud’

.

CWSB00H1/H2 9800-80
On-premises On-premises

W
ATGsys

am

9800-CL
for private cloud

a2

9800-CL
for private cloud

AKVM
9800-CL
for private cloud”

*SD-Access only.
“*Refer to data sheet for more information.

AOnly with Cisco FlexConnect® and Fabric mode for 6000 AP support.
*Cisco Catalyst 9800 for public cloud: Cisco FlexConnect only.
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Why Customers Buy ISE

Device Administration TACACS+ Allows for secure, identity-based access to the network devices  https://cs.co/ise-tacacs

Secure Access Secure wired, wireless, or VPN access using industry standard protocols https://cs.cofise-wired
RADIUS and 802.1X

>0

Guest Access Choose from Hotspot, Self-Registered Guest, and Sponsored Guest hitps://cs.cofise-guest
access options
Asset Visibility Use the probes in ISE and Cisco devices to classify endpoints and https://cs.co/ise-profiling
=] authorize them
- - - )
Compliance & Posture Use zgentiess posture, Cisco Secure Client, MDM, or EMM to check https://cs.cofise-posture
—Qﬁ endpoints’ posture
|SE Context Exchange Integrate applications and vendors with ISE for endpoint identity, context, https://cs.co/ise-pugrid
‘ﬁ and automated Enforcement
Segmentation Group-based Pollcy with Security Group Tags (SGT) and Security Group https://cs.cofsegmentation-resources
r ACLs (SGACL) instead of VLAN/ACLs
Cisco Catalyst Center ISE integrates with Catalyst Center to automate the network fabric and hitps://cs.cofise-ccc
‘§§‘ policies using SDA
-‘ﬁ . . - - 4
EMM/MDM Endpoint Management is required for provisioning endpoints with https://cs.co/ise-mdm
_—
D certificates and controls for secure network access
- -
- Threat Containment Use Threat Analysis tools to grade an endpoint’s threat score and https://cs.cofise-tcnac

;"‘ automatically quarantine it if
(2
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ISE Provides Zero Trust for the Workplace

Enterprise Security
Endpoints Network Devices Cisco ISE Identity Services Security Services
* Users «  Switches * Shared or Distributed *  Azure/AD/LDAP *  Cloud Analytics
«  Devices © WLCs /APs * VM/Appliance/Cloud * MDM * Secure Firewall
%
i * RADIUS and TACACS . ~

Share It
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What is Cisco ACI?

An application centric model- networking framework

Software-defined network that takes a systems approach to deliver best-in-class automation through integration of

hardware, software, physical and virtual elements

/N

Policy-model (application Application Policy Fabric

basic components) Infrastructure Controller (APIC) (Cisco Nexus 9000)

The unified point of automation and management for the Cisco ACI fabric,
policy enforcement and health monitoring for physical, virtual and cloud infrastructures
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ACI. One Network, any location

Virtual Networks Physical Switches

100M/1/10/25/40/50/100/400G

i RIS
B 111

Containers




So, what i1Is SD-WAN?

(MPLS > 4G )

INET

Transport
Independence

IPSec overlay
Scalable
Traffic distribution over

multiple pathways (Internet,

cellular, MPLS)
Cost efficient

Application Control

App visibility & control
(GUI dashboard, group-
based policies, traffic
analytics)

Application QoS &
bandwidth optimization

Secure
Connectivity

Intuitive, automatic,
scalable VPN solution
to connect remote
branch sites

Next generation firewall
at the edge to protect
DIA (Direct Internet
Access)

W
ATGsys

Intelligent Path
Control

Dynamic path selection
based on SLA (latency, jitter
and loss)

Uplink assigned by traffic
protocol, subnet, source,
destination, etc. (Policy-
based routing and
Application-based routing)



Cisco Catalyst SD-WAN

Flexible and scalable architecture for network transformation

On-premise | Cloud | Multitenant | Multiregion
[ Any Deployment Automation | Network Insights | Machine Learning | Al '

Management and analytics Open | Programmable | Scalable

~ Any Service E: 9 Multicloud NRAeyer Analytics Voice
\ @ optimization Security
Satelite Internet orIj- MPLS 56 :

Nt - Domaur .
BN policy

&

Any Transport

0

T v B e s [T
nch Lolocation oud QMmote work
Any Location HD . ~ L]

o

* Software Defined Cloud Interconnect

W
ATGsys
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Thank You

I. Feia WL
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